
Internal Quantum Efficiency Measuring Setup 

 
The probe is irradiated by monochromatic, chopped light. A light detector (D1) and its 
associated lock-in amplifier will monitor the incoming light intensity from a diverted 
light path. This detector is needed to monitor the incoming light intensity. 
The main light path goes through a port inside an integrating sphere. A second detector, 
D2, (with its own lock-in amplifier) placed in a suitable port of the sphere will measure 
the intensity of incoming beam after multiple reflections inside the sphere. The readings 
of both detectors are correlated. From this moment further the detector D1 will give an 
accurate value for the incoming light inside the sphere. 
The sample under test is placed diagonally opposed to the incoming beam. Its presence 
will affect the multiple reflections inside the sphere. The detector D2 will measure now 
the modified reflected light and another detector D3, the light transmitted through the 
sample (optional). 
The absorbed light will be calculated then as the difference between the incoming 
intensity and the sum of reflected and transmitted intensities. 
The same procedure is repeated automatically for all spectral wavelengths of interest. 
The quantum efficiency is now calculated like the dependence of the collected charge 
carriers on the radiated photons of different wavelengths. In external spectral response 
the total number of photons is counted, whereas in the internal spectral response only 
those entering the probe are counted. 
The collected charge carriers are measured through the short circuit current of the cell 
under variable light bias, as needed. 
 
Please refer to the following diagram: 
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Abstract.  NREL’s PV Cell and Module Performance Characterization group has built a new
spectral responsivity measurement system for solar cells. It uses a xenon arc lamp source, a single,
grating monochrometer, and a fiber-optic bundle to couple the monochromatic light to the test
device. The system has a spectral bandwidth of 2 nm, minimum spot diameter of 1.6 mm, a spectral
range of 280-1330 nm, and uncertainty better than ±3% over most of this range.  It is capable of
incorporating light bias with intensities exceeding one sun. This paper discusses the system’s
features, capabilities, calibration, and measurement uncertainties.

BACKGROUND

A photovoltaic (PV) device’s spectral responsivity describes its ability to convert light
of various wavelengths to electricity.  It is often reported as the ratio of device current
divided by incident-beam power (e.g., A/W) or device current divided by incident
photon flux (i.e., quantum efficiency).  Researchers can use spectral responsivity
measurements to help understand device operation.  Data from such measurements are
also used in spectral mismatch parameter (1) calculations used to set solar simulator
intensity for solar cell and module performance measurements.

SYSTEM DESCRIPTION

Figure 1 illustrates the system’s major components and their configuration.  Table 1
lists major system specifications.  Calibration devices are NIST-calibrated silicon
photodiodes and a Laser Probe RS-5900 electrically-calibrated pyroelectric radiometer
calibrated by the manufacturer with NIST traceability.  Other component details are
available from the author.

PROCEDURES

To determine a device’s spectral responsivity, one must know the power or irradiance
reaching the test device at each wavelength and the current produced by the device at
each of those wavelengths.  In this system, the power is measured with a calibrated
photodiode or a pyroelectric radiometer.  At the same time, the current produced by
the monitor photodiode is measured.  The computer controlling the system records the
ratio of these two quantities for later use when the test device’s response is measured.
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FIGURE 1.  Equipment configuration for spectral responsivity measurement system.

TABLE 1.  System Specifications

Item Specification Notes

Spectral range 280-1330 no light bias
Spectral resolution 2 nm monochromatic beam spectral bandwidth
Spectral step size 0.14 nm minimum
Uncertainty ≤3% 310-1060 nm, no light bias

≤10% < 310 nm, >1060 nm, no light bias
Wavelength uncertainty ±2 nm
Beam size 1.6-mm diameter minimum
Beam power ~80 µW maximum
Beam power density ~4 mW/cm2 0.04 "suns"
Light-bias capability ≥ 1.5 "suns" small or apertured devices

During a test, the computer records the currents produced by the test device and the
monitor photodiode at the same time for each wavelength in the test.  Using the power-
to-current ratio previously recorded, it converts the monitor current to a beam power
quantity.  The ratio of test device current ITD(λ) to beam power is the device
responsivity, which is converted to units of quantum efficiency by using the
monochrometer’s wavelength setting λ:

QE λ( ) = 100% ⋅ h ⋅ c ⋅ ITD λ( )
e ⋅ λ ⋅ IMON

λ( )⋅ CVMON
λ( ) ,

(1)

where h is Planck’s constant, c is the speed of light, e is the electron charge, IMON(λ) is
the monitor-cell current, and CVMON(λ) is the monitor cell’s calibration value in W/A
units.



UNCERTAINTIES

This system estimates the uncertainties in its measurements by quantitatively
combining uncertainty estimates from various sources during the measurement
procedure.  It specifies systematic and random components explicitly in the
measurement report.

Table 2 lists the uncertainties considered for this estimation process.  The uncertainty
introduced during system calibration depends on the reference device used.  The
pyroelectric radiometer has uncertainty in the factor applied to correct its readings
because the chopped waveform is not square, in its electrical–optical equivalence, in
its amplifier gain, and in its analog-to-digital converter.  The estimate treats as random
uncertainties the drift in instrumentation gain during the measurement and the potential
gain or detector nonlinearities because they change during the calibration as signal
levels vary.

TABLE 2.  Uncertainty Estimates

Source Bias Random
Calibration – pyroelectric radiometer 2% 2% + as measured
Calibration – photodiode 0.2-4.4% + 1% 1% + as measured
Measurement 1% 1% + as measured

The photodiode calibration report from NIST (2) provides uncertainty estimates for
each wavelength with the spectral responsivity data.  The software combines these
with an additional estimate to account for other uncertainties, including the effect of
multiple light reflections between the photodiode and the beam-delivery optics.
Uncertainties are combined with the root-sum-square method for the 95% confidence
estimate.  Fixed instrumentation-gain errors do not contribute to the total uncertainty,
because the same instruments are used to amplify the photodiode and test-device
signals.

The computer collects multiple readings from the calibration device and monitor
detector at each wavelength and computes the ratio for each reading.  It combines the
standard deviation of these ratios, multiplied by the appropriate student’s t factor, with
the random-error estimate associated with the calibration device used, to estimate the
“as measured” part of the random uncertainty for the calibration shown in Table 2.

The computer combines the bias and random uncertainties in the calibration with an
additional uncertainty to include the effects of wavelength uncertainty on the quantum-
efficiency calculation, multiple reflections between the test device and the beam-
delivery optics, and others.  This result is the bias uncertainty estimate for the data
report.  The program estimates the measurement random uncertainty by the method
described above for the calibration’s random uncertainty.  It combines this with an
additional uncertainty to account for potential instrumentation gain-drift and
nonlinearity during the test.  Figure 2 illustrates the uncertainty of a measurement
made using this system.
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FIGURE 2.  Measurement example and uncertainty estimates (24 mA/cm2 bias light)

WAVELENGTH CALIBRATION AND SPECTRAL BANDWIDTH

Adjusting the monochrometer offsets to minimize the difference between its
wavelength settings and the results of wavelength calibration checks provides the
system’s wavelength calibration.  Calibration points are provided by line filters
calibrated by NREL’s CARY 5G spectrophotometer, xenon arc lamp emission lines
(3), and a helium-neon laser.

Narrow-bandpass (~1-nm) filters commonly used to isolate laser wavelengths were
placed over a photodiode, and the responsivity of the combination was measured.
Filters with center wavelengths of 324.7, 440.7, 514.5, and 633.1 nm produced
responsivity peaks within 0.8 nm of the expected wavelength.  Emission lines in the
system’s source at 823.2, 980.0, and 992.3 nm appeared 1.2 to 1.8 nm higher than
expected in the current vs. wavelength profiles of a bare photodiode’s current.  Light
from a helium-neon laser aligned with the center of the monochrometer appeared
within 0.7 nm of the expected wavelength using first-, second-, and third-order
diffractions for all three gratings.

The physical positions of the monochrometer’s diffraction grating, its other optical
components, and the line of optical fibers simulating its exit slit determine the
wavelength of the light that reaches the fiber bundle.  The relative positions of these
components change with temperature.  In addition, position repeatability limits for the
grating (the one moving part) affect the wavelength calibration.  Optical properties of
the gratings and fiber optics can contribute to wavelength errors.  Finally, errors in the
wavelength calibration sources themselves contribute to wavelength uncertainty.
Rather than analytically characterize all of the known, potential error sources, an
uncertainty estimate of ±2 nm is assigned to encompass these observations.
Wavelength calibration errors can also affect the calculation of device quantum
efficiency, as the wavelength enters the conversion from power to photon flux (see
Equation 1).



Small wavelength changes can cause large changes in monochromatic beam intensity
when the light source has strong emission lines and the monochrometer wavelength is
set near one of those lines.  The use of a monitor cell in this system enables the
measurement to be relatively insensitive to such changes, as the ratio of test-cell and
monitor-cell currents is used to determine the test-device responsivity.

With the helium-neon laser used in place of the xenon arc lamp source, the current vs.
wavelength profile of a photodiode signal indicates that the system bandwidth is 1.4
nm, consistent with the monochrometer’s design specifications.  However, similar
measurements across xenon emission lines and line filters indicate that the bandwidth
may be slightly higher.  Though this may be due to finite bandwidth of the line filters
and broadening of the emission lines, the system’s spectral bandwidth is specified to
be ≤2 nm.

CONFIGURATION ISSUES

Light Modulation and Filters

Use of a light chopper with the monochrometer enables the lock-in amplifier to
discriminate between the test-device current resulting from monochromatic light and
that from stray and bias light.  Order-sorting filters attenuate light that would appear at
the monochrometer exit because of higher-order diffractions than the intended one.
Stray-light filters attenuate light that could reach the monochrometer exit resulting
from reflections from the various surfaces inside the monochrometer, including the
mirrors and grating themselves.

The light chopper and filter wheel are outside the monochrometer entrance because the
presence of the fiber-optic bundle prevents them from being placed at the exit.  In this
position, the filters reduce the total light reaching the monochrometer, thus reducing
heating of the instrument.  A disadvantage is that the filters get hot, changing their
spectral transmittance.  Delays to stabilize filter temperature are incorporated in the
software to avoid errors from this problem.  Heat can also damage the filters, but a
broken filter does not appear to affect this system's performance.

Fiber-Optic Bundle

Common light fibers used for communication have poor transmission in the ultraviolet
(UV).  This system uses a fiber doped with OH- ions to boost its UV transmission.  A
drawback is that the OH- causes substantial absorption between 1340 and 1410 nm,
limiting the system's continuous spectral range.  The fiber's numerical aperture of 0.22
enables it to accept most of the light from the f/3.9 monochrometer.

The light fibers are linearly arranged at the bundle entrance to optically resemble a
common monochrometer's output slit.  Eighteen fibers convey light to the test or
calibration device, where the fibers are arranged in a circle.  One fiber conveys a
sample of the light to the monitor cell, which functions as a calibration transfer
standard.  One additional fiber can convey light from a bias light source to the test



device (see Figure 1), but this method is not yet sufficiently developed.  At present, a
projector lamp provides bias light.

Multiple Reflections

Light reflected from the test or calibration device can, in turn, be reflected back to the
device by the end of the fiber bundle.  Additionally, a small amount of light exits the
fiber outside the expected “cone.”  The effect appears as a dependence of signal
magnitude on fiber-to-device distance.  To minimize this effect, a painted cap covers
the ferrule holding the fibers.  The paint's reflectivity is about 4%, with little spectral
dependence.  Even with these precautions, the signal produced by a relatively high-
reflectivity photodiode varies about 1% between fiber-to-device distances of 3 and 12
mm.

BEAM POWER AND STRAY LIGHT

Figure 3 presents the spectral beam power for this system.  Signal-to-noise
performance and the leakage of low-level, out-of-band light through the filters and
monochrometer limit measurement capability where the monochromatic beam power
is lowest.  Figure 4 shows that stray light is well under control in the UV and infrared
regions.  The left graph shows the device quantum efficiency reported, with the UV
component of the monochromatic beam blocked by a 3-75 colorglass filter.  The low
signal levels represent the extent that stray light influences the measurement results.
The right graph shows the device quantum efficiency reported in wavelength ranges
for which the test device (a photodiode) should not respond.
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FIGURE 4.  These graphs illustrate that stray light is minimal in wavelength regions where it is most
likely to be a problem.

FURTHER IMPROVEMENTS

Measurements on this system, performed on request to the author by participants in
DOE’s PV Program, provide a valuable diversity of device characteristics and
configurations, revealing opportunities for the system’s continuing development.  The
author would appreciate feedback from potential measurement requesters on additional
ideas for this list and suggestions for how to prioritize these items:

• Substitute rigorous, quantitative analysis for uncertainty judgements.
• Reduce measurement uncertainty.
• Improve wavelength calibration.
• Extend spectral range below 280 nm or above 1330 nm.
• Include uncertainty estimates in measurement reports graphically.
• Add option to measure responsivity in equal eV or wavenumber increments.
• Increase bias-light capability.
• Add temperature control for test devices.
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ABSTRACT: The aim of this work was to determine whether it is necessary to measure the spectral response of
photovoltaic devices at 25°C with white bias light (as required by the international standard) or whether this requirement
can be relaxed for practical purposes.
The dependence of the SR on temperature and bias light intensity was investigated for a c-Si and a thin film
[Cu(InGa)Se2] PV device. Two independent active temperature control devices allowed the variation of the temperature
for the test device (15°C – 65°C) while maintaining the reference cell at 25°C. The bias light was provided by 24 halogen
bulbs and could be adjusted in the range 0–500 W/m2. The spectral response was then measured as a function of
temperature and bias light intensity. The results show that c-Si depends more strongly on both parameters than the thin
film technology. It is recommended that the spectral response be measured at a device temperature of (25 ± 2)°C for c-Si
whereas temperature control is not required for the thin film device. The bias light intensity should be maintained at a
minimum of 100 W/m2 for both technologies.
Keywords: Spectral Response, Photoelectric Properties, Characterisation

1  INTRODUCTION

The IV-characteristics of PV devices are normally
measured in the laboratory under standard test
conditions. The results have to be corrected for the
spectral mismatch, which is caused by the difference of
spectral response (SR) between test device and reference
cell and the differences between the simulator spectrum
and the AM1.5G spectrum required by the international
standard [1].

The mismatch factor required for the correction can
be calculated with the SR of the test device (assuming
that the simulator spectrum and the SR of the reference
cell are known). According to the international standard
the SR of the test device should be measured at 25°C
with white bias light. This work investigates how
stringent these requirements are for a first generation and
a second generation device.

2  MATERIALS AND METHODS

2.1  Materials
First a monocrystalline Si cell produced with the

EFG technology by ASE GmbH was tested. The same
methodology was then applied to a thin film Cu(InGa)Se2
mini module consisting of ten series connected cells
produced by ZSW. Both devices had an area of 10cm x
10cm.

2.2  Spectral responsivity
The spectral responsivity of linear devices is

independent of bias light and the measurement of the
differential spectral responsivity is sufficient to determine
the spectral response. For non-linear devices the
differential spectral responsivity needs to be measured for
different bias light levels between dark and 1000 W/m2.
The spectral response is then obtained by integrating over
all bias light levels [2].

2.3  Instrumentation
A previously described set-up [3, 4] was modified

and upgraded. In brief the device under test and a
calibrated reference cell are placed in the measurement
plane side by side and illuminated with chopped quasi
monochromatic light produced by narrow bandwidth
interference filters (typically 10nm FWHM) from a
suitable light source. The short circuit currents of both
devices are then measured via the lock-in technique and
the SR of the device under test calculated. The devices
can be simultaneously illuminated by 24 50W Halogen
bulbs providing bias light intensities adjustable in the
range 0-500 W/m2.

The light source was changed to a solar simulator
containing a steady-state Xe high-pressure lamp and an
intensity controller for active stabilisation of the light
intensity yielding a stability of better than 0.5% during a
typically test lasting for 30 minutes. The spatial
uniformity of the illumination in the measurement plane
was improved by modifications to the optical lens
system, finally meeting the requirement for a class A
solar simulator (spatial non-uniformity better than ±2%
for all wavelengths) for an area of 24cm x 14cm. Two
active temperature controllers were installed to
independently control the temperature of the device
under test and the reference cell. For the test device the
temperature controller was connected to a 20cm x 20cm
large brass plate, which also contains a connection to a
vacuum pump to hold the test device in place.

The ASPIRE010 cell was calibrated (against
secondary reference cell PX201C from WPVS) as a
dedicated reference cell for this set-up. During calibration
the ASPIRE010 cell was placed exactly were it was later
placed for all measurements, whereas the PX201C cell
was placed at the position where the test devices were
placed. This method eliminates contributions of spatial
non-uniformity of the illumination for devices of sizes
equal to the PX201C cell. A component remains because
the test devices investigated here had a larger area. This
residual non-uniformity was determined to contribute a
systematic error of –1%. The ASPIRE010 cell was
chosen because it has a high SR over the range 300-1200
nm, integrated channels for the cooling medium and a
PT100 attached close to the junction to measure its



temperature.
The temperature of the reference cell was held at

25°C for all experiments. The reference cell is a linear
device and therefore its measured differential spectral
responsivity equals its spectral response.

The temperature of the test devices was varied in
steps of 10K between 15°C and 65°C. The temperature
was determined by the open circuit voltage method in the
following way. The brass plate was heated to a certain
temperature without any bias light. It was assumed that
the junction temperature was equal to the temperature of
the plate after thermal equilibrium was reached (ca. 30
minutes). The bias light was then switched on at
maximum intensity (ca. 500 W/m2) and the open circuit
voltage measured. The peak value was measured after 2-3
sec (necessary for the lamps to reach full power) and
started decaying due to the rising junction temperature.
The measured peak value of the open circuit voltage was
taken as the open circuit voltage of the device at that
temperature and the temperature controller was adjusted
to reach this value under continuous bias light at
maximum intensity. The settings of the temperature
controller for bias light intensities between these two
extremes (dark and maximum bias light) were
interpolated linearly.

The short circuit currents of the devices were
measured via the potential across high precision (±0.1%)
shunt resistances. This introduces a systematic deviation
from the short circuit current which was determined via
simulation. From the separately measured IV-curve the
shunt and series resistance of the devices were
determined by the program IV-fit [5]. From this the
deviation between the measured current and the short
circuit current of the device were determined for various
bias light levels. The shunt resistance was chosen so that
the deviation was identical for all bias light levels. For
the ASPIRE010 cell the chosen shunt was 1 Ω, giving
deviations of less than –0.002%. For the c-Si cell the
shunt was 100 mΩ, giving a systematic deviation of
-0.7%. For the thin film module the influence of the
shunt was neglected because of its (relative) high voltage
and low current.

2.4  Data analysis
From the measured SR the short circuit current was

calculated as the integral over wavelength (300-1200nm)
of its product with a spectrum. Three spectra were used,
the AM1.5G according to the international standard [1],
the spectrum of the WACOM steady-state dual lamp
solar simulator and the spectrum of the PASAN pulsed
large area solar simulator, both installed at the European
Solar Test Installation of the Joint Research Centre.

Furthermore the mismatch factor as the ratio of the so
calculated currents for a simulator spectrum to the
calculated short circuit current under AM1.5G was
calculated. It should be noted that this is not the full
mismatch factor as is commonly used to correct the IV-
curves measured on a solar simulator using a reference
cell. However, here we were only interested in the
changes of the mismatch factor due to temperature and
bias light changes, which are entirely determined by the
ratio calculated here as the reference cell is assumed to be
linear (no bias light dependence) and always at 25°C.

Apart from the systematic errors due to shunt
resistance and residual spatial non-uniformity mentioned

above, the statistical (random) uncertainties of the
measurement were determined for each measurement
point and propagated through the calculation of the short
circuit current and mismatch factor.

3  RESULTS

3.1  Bias light dependence
Fig. 1 shows an increase in SR of Si with increasing

bias light intensity at a constant temperature of 25°C. The
calculated short circuit current increases with bias light
intensity up to 200 W/m2, and then remains constant or
slightly decreases (Fig. 2). Similarly the mismatch factor
rises up to 100 W/m2 and then remains constant for
higher bias light intensities (Fig. 3). Similar results were
obtained at a temperature of 55°C (SR not shown).

0,00

0,05

0,10

0,15

0,20

0,25

0,30

0,35

0,40

0,45

0,50

0,55

0,60

300 400 500 600 700 800 900 1000 1100 1200
Wavelength [nm]

SR
 [A

/W
]

QE = 1
0 W/m²
5 W/m²
10 W/m²
50 W/m²
100 W/m² 
200 W/m²
516 W/m²

Figure 1: Bias light dependence of SR of a c-Si solar cell
at constant temperature of 25°C.

3,10

3,15

3,20

3,25

3,30

3,35

0 100 200 300 400 500
Bias Light Intensity [W/m2]

I sc
 [A

]

AM1,5G 25 °C
AM1,5G 55 °C
PASAN 25 °C
PASAN 55 °C
WACOM 25 °C
WACOM 55 °C

1.5%

Figure 2: Bias light dependence of short circuit current
calculated for three different spectra from SR measured at
two temperatures (25°C and 55°C).

0,994

0,996

0,998

1,000

1,002

1,004

1,006

0 100 200 300 400 500
Bias Light Intensity [W/m2]

M
M

F 
[-]

Pasan 25 °C

Pasan 55 °C

Wacom 25 °C

Wacom 55 °C

0.2%

Figure 3: Bias light dependence of mismatch factor
calculated for two solar simulator spectra from SR
measured at two temperatures (25°C and 55°C).



The SR of the thin film module remains essentially
unchanged as the bias light is increased from dark to
maximum (Fig. 4). The calculated short circuit current
rises initially and then falls with increasing bias light
(Fig. 5) whereas the mismatch factor remains constant
after an initial rise below 10 W/m2 (Fig. 6).
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3.2  Temperature dependence
Fig. 7 shows an increase in SR of Si with increasing

temperature without bias light. The calculated short
circuit current (Fig. 8) and the mismatch factor (Fig. 9)
increase linearly with temperature. Similar results were
obtained at a maximum bias light (500 W/m2) with all the
changes less pronounced (SR not shown).
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Figure 8: Temperature dependence of short circuit
current calculated for three different spectra from SR
measured in the dark and with 500 W/m2 bias light.
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Figure 9: Temperature dependence of mismatch factor
calculated for two solar simulator spectra from SR
measured in the dark and with 500 W/m2 bias light.

The SR without bias light of the thin film module
remains essentially unchanged as the temperature is
increased (Fig. 10). The calculated short circuit current
decreases linearly with temperature (Fig. 11) whereas the
mismatch factor increases linearly (Fig. 12). With bias
light of 500 W/m2 the SR again is unchanged (not
shown) and the trends for calculated short circuit current
and mismatch factor are inverted. It should be noted,
however, that the changes are on a scale well below 1%.
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calculated for two solar simulator spectra from SR
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4  DISCUSSION AND CONCLUSIONS

The rise in SR of Si with increasing bias light can be
explained by defects and impurities in the material which
bind electron-hole pairs which consequently cannot
contribute to the measured current [6]. As the bias light
increases these centres become occupied so that all
electron-hole pairs generated by the modulated
monochromatic light contribute to the measured signal.
The temperature dependence on the other hand is due to a
decrease of the bandgap with increasing temperature and
the increase in diffusion length. It is recommended to
measure the SR of c-Si at a temperature of (25 ± 2)°C
with a bias light intensity of 100 W/m2. The latter
replaces the requirement to measure for all bias light
levels and then integrate by using a bias light level which
yields an average SR and mismatch factor.

The thin film mini-module of Cu(InGa)Se2 shows
much less dependence of its SR on temperature and bias
light intensity. Therefore the SR can be measured at any
device temperature between 15°C and 65°C because this
causes variations in calculated short circuit current of less
than 0.3% and even less in the mismatch factor. This
facilitates the measurement as temperature control is
superfluous, which might be difficult to achieve on the
encapsulated mini-modules. Similar arguments hold for
the bias light dependence. However, it is recommended
that also for this thin-film technology a bias light
intensity of 100 W/m2 is employed because of the
variation in calculated short circuit current with low bias
light intensities.

The statistical uncertainties in the short circuit
current were typically ±0.25%. The calculated short
circuit current for the WACOM simulator agreed with
that actually measured within the uncertainty of 1.88%
for such measurements. The uncertainties in the
mismatch factor are always much smaller, because errors
in the SR cancel almost entirely.

Caution should be exercised to take the results
presented here as generally applicable to the two
technologies. While for c-Si (probably including poly-
crystalline Si) it can be expected that the behaviour is
similar, for the thin film technology a greater variation in
the behaviour between manufactures is expected as the
properties depend critically on stoichiometry and
processing. The above statements should be verified for
each type before embarking on extended measuements.
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1. Introduction

Organic solar cells have attracted much attention in the last
several years and today are considered a promising source for
clean and renewable energy.[1–6] Organic solar cells are divided
into two main categories: ones based on conjugated polymers
are the so-called bulk-heterojunction (BHJ) solar cells,[7,8] and
the others based on small organic molecules are bilayer hetero-
junction structures.[9] In polymer-based BHJ solar cells, the
most common donor polymers that have been used in the past
are poly[2-methoxy-5-(3,7-dimethyloctyloxy)-1,4-phenylene vi-
nylene] (MDMO-PPV),[10–12] regioregular poly(3-hexylthio-
phene) (RR-P3HT),[13–20] and poly[2-methoxy-5-(2′-ethylhex-
yoxy)-1,4-phenylene vinylene] (MEH-PPV).[7,21,22] The most
common candidate for the acceptor material is [6,6]-phenyl
C61-butyric acid methyl ester (PCBM).[23] On the other hand,
several small molecules such as copper phthalocyanine
(CuPc),[24–26] zinc pthalocyanine (ZnPc),[27,28] tetracene,[29] and
pentacene[30] have been used as donors combined with buck-

minsterfullerene (C60) molecules in a bilayer heterojunction.
The highest power conversion efficiency (PCE) reported so far
for polymer BHJ solar cells is close to 5 %, for devices based
on P3HT.[18–20] For small-molecule-based solar cells, efficien-
cies up to 6.0 % have been reported for devices based on
CuPc.[25] As a result of continuing research efforts, the efficien-
cies of organic solar cells are now fast approaching the levels
where they could be put into commercial applications. For the
healthy development of this technology, it is now critical to ac-
curately determine the efficiency values to enable a fair com-
parison of results from different research groups. Significant ef-
forts have been made in the past to accurately determine the
efficiency of solar cells, and a standard test method has been
established.[31–33] In 1980 the Cell Performance Laboratory was
established by the US Department of Energy at the National
Renewable Energy Laboratory (NREL) to provide the US ter-
restrial photovoltaics community with standardized efficiency
measurement and reference-cell calibrations. In the early 1980s
similar laboratories were being set up in Germany, Japan, and
elsewhere. In the 1980s US and international standards were
developed and adopted by the national photovoltaic (PV) cali-
bration laboratories around the world.[32,33] Unfortunately, for
organic solar cells, these internationally accepted norms are
seldom followed at the research level, partially due to lack of
awareness of these norms, limited resources, and/or relatively
low efficiency. As a result, efficiency values under various test-
ing conditions have been reported, which makes reliable com-
parison between data from different research groups very diffi-
cult. Some efforts in the past have sought to motivate the
organic-solar-cell community toward adopting standards for ac-
curately measuring efficiency.[34,35] In this paper, the research
group at the University of California, Los Angeles has collabo-
rated with the NREL to present a simple method to accurately
determine the efficiency of organic solar cells. Different kinds
of test-cell/reference-cell combinations have been used to cal-
culate the spectral-mismatch factors under the standard refer-
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Methods to accurately measure the current–voltage characteristics of organic solar cells under standard reporting conditions
are presented. Four types of organic test cells and two types of silicon reference cells (unfiltered and with a KG5 color filter)
are selected to calculate spectral-mismatch factors for different test-cell/reference-cell combinations. The test devices include
both polymer/fullerene-based bulk-heterojunction solar cells and small-molecule-based heterojunction solar cells. The spectral
responsivities of test cells are measured as per American Society for Testing and Materials Standard E1021, and their depen-
dence on light-bias intensity is reported. The current–voltage curves are measured under 100 mW cm–2 standard AM 1.5 G
(AM: air mass) spectrum (International Electrotechnical Commission 69094-1) generated from a source set with a reference
cell and corrected for spectral error.
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ence spectrum. The importance of choosing a suitable refer-
ence cell for light-source intensity calibration is also demon-
strated. The spectral responsivity measurements are performed
on various types of test cells, and the effect of light-bias inten-
sity on external quantum efficiency of organic solar cells is dis-
cussed.

2. Rating Organic-Solar-Cell Performance

In this manuscript two types of organic solar cells are focused
on for the purpose of accurate efficiency measurement and
characterization: i) polymer/fullerene BHJ cells and ii) small-
organic-molecule-based bilayer cells. Typical device structures
of the two types of cells are shown in Figure 1. Also shown are
the chemical structures of the active materials used in the
study. The details of the fabrication procedure for both the

polymer as well as the small-molecule-based PV cell are pro-
vided in the Experimental section. Two different P3HT:PCBM
blend solutions were prepared—one with a 1:1 weight ratio
(20 mg mL–1 P3HT) in 1,2-dichlorobenzene (DCB) and one
with a 1:0.8 weight ratio (10 mg mL–1 P3HT) in chlorobenzene
(CB)—to fabricate two types of polymer BHJ devices named
P3HT:PCBM(DCB) and P3HT:PCBM(CB), respectively. Poly-
mer BHJ solar cells using MEH-PPV were also fabricated. For
small-molecule-based devices, CuPc was selected as the active
layer. The encapsulated devices were brought to NREL to test
their current–voltage (I–V) characteristics and measure their
external quantum efficiency (EQE) values.

The performance of PV cells is commonly rated in terms of
their efficiency with respect to standard reporting conditions
(SRC) defined by temperature, spectral irradiance, and total ir-
radiance.[33] The SRC for rating the performance of terrestrial
PV cells are the following: 1000 W m–2 irradiance, AM 1.5
(AM: air mass) global reference spectrum, and 25 °C cell tem-
perature.[36–40] The PCE (g) of a PV cell is given as

g � Pmax

Etot A
100 �1�

where Pmax is the measured peak power of the cell, A is the de-
vice area, and Etot is the total incident irradiance. For Equa-
tion 1 to give a unique efficiency, Etot must be with respect to a
reference spectral irradiance. The current reference spectrum
adopted by the international terrestrial photovoltaics commu-
nity is given in International Electrotechnical Commission
(IEC) Standard 60904-3 and American Society for Testing and
Materials (ASTM) Standard G159.[36,38] A recent improvement
to this spectrum is given in ASTM Standard G173 and is ex-
pected to be adopted by the international photovoltaics com-
munity in the next year or two.[39] The irradiance incident on
the PV cell is typically measured with a reference cell. For I–V
measurements with respect to a reference spectrum, there is a
spectral error in the measured short-circuit current (ISC) of the
PV cell because of the following two reasons: i) the spectral ir-
radiance of the light source does not match the reference spec-
trum, which is computer generated, and ii) the spectral re-
sponses of the reference detector and test cell are different.
This error can be derived based upon the assumption that the
photocurrent is the integral of the product of cell responsivity
and incident spectral irradiance. This error can be expressed as
spectral mismatch correction factor (M),[41,42]

M �

�k2

k1

ERef�k�SR�k�dk

�k2

k1

ERef�k�ST�k�dk

�k2

k1

ES�k�ST�k�dk

�k2

k1

ES�k�SR�k�dk

�2�

where ERef(k) is the reference spectral irradiance, ES(k) is the
source spectral irradiance, SR(k) is the spectral responsivity of
the reference cell, and ST(k) is the spectral responsivity of the
test cell, each as a function of wavelength (k). The limits of in-
tegration k1 and k2 in the above equation should encompass
the range of the reference cell and the test-device spectral re-
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Figure 1. Typical device structures of the a) polymer/fullerene BHJ
solar cell and b) small-molecule donor–acceptor heterojunction solar cell
(PEDOT: poly(3,4-ethylenedioxythiophene); PSS: poly(styrene sulfonic
acid); ITO: indium tin oxide). c) Chemical structures of the active materi-
als used in this work.
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sponses, and the simulator and reference spectra should en-
compass k1 and k2 to avoid error.[43] A matched PV reference
cell is typically used as the reference detector and a solar simu-
lator is used as the light source to minimize the deviation of M
from unity. Only the normalized values and not the absolute of
ES(k), SR(k), and ST(k) need to be measured for Equation 2.
Equation 2 is valid for any thermal or PV detector or light
source, provided none of the integrals are zero. In the extreme
case of a laser as the light source and a thermal detector with a
wavelength-independent responsivity, the uncertainty in M is
dominated by the uncertainty in the spectral responsivity.

The total effective irradiance of the light source (Eeff), which
is the total irradiance seen by the cell, can be determined from
the short-circuit current of the reference cell under the source
spectrum (IR,S) from the equation

Eeff � IR�SM
CN

�3�

where CN is the calibration number (in units of AW–1 m2) for
the instrument used to measure the incident irradiance. Eeff is
different from Etot in Equation 1, since Etot usually refers to
the total irradiance integrated over the entire spectrum, and
not just the part of the spectrum the cell responds to. Both Eeff

and Etot are derived from integrating ES(k) over an appropri-
ate range of wavelength. The short-circuit current of a test cell
(IT,R) at the reference total irradiance (ERef) is given as[32,42]

IT�R � IT�SERefCN
IR�SM

�4�

where IT,S is the short-circuit current of a test cell measured un-
der the source spectrum. Once M is known, the simulator is ad-
justed so that Eeff is equal to ERef, or

IT�R � IR�R IT�S

IR�SM
�5�

where IR,R is the calibrated short-circuit current of the refer-
ence cell under the reference spectrum and total irradiance.
This is the standard simulator-based calibration procedure. The
primary reference-cell calibration methods are described else-
where.[33] The primary terrestrial procedures employed by the
US at NREL follow Equations 1–5 with a primary absolute
cavity radiometer as the reference detector, and direct normal
sunlight as the source spectrum.

2.1. Spectral-Responsivity Measurements

The calibration procedure described in the above section re-
quires the knowledge of M for a given light source and a given
test-cell/reference-cell combination. This, in turn, requires the
spectral irradiance of the light source and the spectral respon-

sivities of the test and reference cells. The spectral responsivity,
S(k), is calculated from the quantum efficiency, QE(k), by[33]

S�k� � qk
hc

QE �k� �6�

where the constant term q/hc equals 8.0655 × 105 for wave-
length in units of meters and S(k) in units of AW–1. The term
QE(k) is basically the number of electron–hole pairs generated
per incident photon in the device multiplied by 100. To calcu-
late M for various test-cell/reference-cell combinations, we se-
lected four test cells and two reference cells. The reference
cells were a monocrystalline silicon diode (Newport 818-SL)
and a Schott visible-color glass-filtered (KG5 color filtered) Si
diode (Hamamatsu S1133). As described in the Experimental
section, the four different types of test cells had the following
active layers: i) MEH-PPV:PCBM; ii) P3HT:PCBM(DCB);
iii) P3HT:PCBM(CB); and iv) CuPc/C60/BCP (BCP: bathocu-
proine). These four device structures represent the most com-
mon types of organic solar cells being investigated at various
research laboratories in the world. The spectral responsivities
were measured at NREL for all the test and reference cells as
per ASTM Standard E1021.[44] The details of the spectral re-
sponsivity measurement system at NREL are discussed else-
where by Emery et al.[45] It is also worthwhile noting that the
spectral-responsivity measurements are typically performed at
the short-circuit condition (i.e., at zero applied bias), and the
relative responsivity is assumed to be the same at maximum-
power and short-circuit points. The spectral responsivities of
the test cells are plotted versus wavelength in Figure 2a–d un-
der different light-bias intensities. The responsivities of all the
cells show a slight dependence on light-bias intensity, although
the behavior is different for different materials systems. For
CuPc/C60/BCP and P3HT:PCBM(CB), the responsivities show
a small decrease when the light-bias intensity is increased from
0 to about 1 sun. On the other hand, the responsivities show a
small increase for MEHPPV:PCBM- and P3HT:PCBM(DCB)-
based cells with increasing light-bias intensity. However, the
light-bias dependence of the responsivity for all the test cells is
constant with respect to wavelength, which suggests that the
mismatch-factor calculation will be independent of light-bias
intensity. It has been reported earlier that the EQE shows a sig-
nificant reduction when flooded with white light in organic PV
cells.[24] The reduction in EQE was attributed to the increased
carrier concentration under illumination, which increases re-
combination and hinders carrier transport due to space-charge
build-up within the BHJ structure. The relatively weak depen-
dence of EQE on light-bias intensity for all four types of de-
vices in this work indicates that the carrier transport in the de-
vices is not limited by space-charge build-up.

One important factor that has to be considered when mea-
suring the spectral response of the PV device is the response
time of the cell to the chopped light. For some PV cells, such as
dye-sensitized solar cells (DSSCs), slow response of the device
can result in a significant change in quantum efficiency with
chopping frequency, and very low frequencies are required.[46]
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However, for polymer solar cells, the response of the device to
the incident light is very fast. As shown in Figure 3, for a
P3HT:PCBM(DCB) device, the response time is less than a
millisecond. As a result, all the cells responded well with chop-

ping frequencies over 150 Hz. These results are in contrast to
DSSCs, where EQE measurements are greatly affected by
light-bias intensity and chopping frequency. The spectral re-
sponsivity measurements and I–V characterization of DSSCs
has been discussed earlier by Sommeling et al.[46] and Ito et
al.[47] Although they are a type of organic solar cell, DSSCs are
excluded from discussion in this work, which focuses on solid-
state organic solar cells.

2.2. Light-Source Calibration and Spectral-Mismatch Factor

The relative spectral responsivities of the test and reference
cells are an important factor in the solar-simulator calibration
procedure. Typically, for crystalline solar cells, the reference
cell is made of the same materials and technology as the test
device, which results in M being close to unity. Of primary im-
portance in a reference cell is the stability in the reference
cell’s calibration value. For this reason most thin-film organic
and inorganic devices use a Si reference cell that may have a
filter to improve the spectral match. However, for polymer and
small-molecule organic solar cells, it is extremely difficult to
fabricate reference cells from the same materials. The reasons
for this are the relatively underdeveloped fabrication tech-
niques that lack consistent reproducibility, and poor lifetimes
of these devices. Therefore, for the purpose of light-source cali-
bration for organic-solar-cell testing, it is important to select a
reference cell whose spectral response matches that of the ac-
tual test cells as closely as possible in order to minimize the
spectral error that is not being numerically corrected for. The
spectral responsivities of the two reference cells we selected
are shown in Figure 4a. Also shown for comparison is the spec-
tral response of a thermal detector with a quantum efficiency
of unity, which is independent of the wavelength. The response
of a thermal detector is very different from that of a PV cell.
The unfiltered Si diode shows significant response in the wave-
length range 400–1100 nm. However, the response of the Si
diode with the KG5 color filter is exhibited in the wavelength
range 350–700 nm. Clearly, the responsivity of the latter is sim-
ilar to the responsivity of our test cells, making it more suitable
for use in calibrating the light intensity of the solar simulator.
This argument is further supported by calculating the mismatch
factor for the four different test cells, using both the reference
cells. For the purpose of calculating M under AM 1.5 G stan-
dard conditions, the reference spectrum used is the AM 1.5 G
standard spectrum (IEC 60904),[37] and the source irradiance
spectrum is the typical irradiance spectrum of the Oriel 150 W
solar simulator with an AM 1.5 G filter (obtained from New-
port Corporation). The reference and the source spectra used
for calculating M are shown in Figure 4b. It should be noted
that the spectra of the light sources depend on a number of fac-
tors, and the actual irradiance of the light source may be differ-
ent from the typical spectrum that is shown here. The factors
that can affect the irradiance spectrum of the light source are
the age of the lamp, optical setting of that particular lamp, and
current through the lamp. However, the aim here is to obtain
“typical” spectral mismatch-factor values for different test-cell/
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Figure 2. Spectral responsivity, ST(k), under varying light-bias intensities
for test cells with the following active layers: a) CuPc/C60/BCP, b) MEH-
PPV:PCBM, c) P3HT:PCBM(CB), and d) P3HT:PCBM(DCB).

Figure 3. The response of a P3HT:PCBM(DCB) solar cell at a frequency of
40 Hz. At this frequency, the response time of the device is less than a mil-
lisecond.
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reference-cell combinations using a generic-source spectral ir-
radiance. Obviously, the most accurate M values will be ob-
tained when the actual irradiance spectra of the source is used.
The procedure described here is the general method, and the
actual irradiance spectra of the source lamp as well as the
actual spectral responsivities should be used to calculate the
exact M value for a particular test-cell/reference-cell combina-
tion. The M values calculated by using the spectral-responsivity
data for different test-cell/reference-cell combinations are sum-
marized in Table 1. Using a Si diode with a KG5 color filter as
a reference cell for light-source calibration clearly has an ad-
vantage over an unfiltered Si diode and a thermal detector.
The mismatch-factor values are very close to unity when using
a KG5-filtered Si diode reference cell, whereas the mismatch is
31–35 % for the unfiltered Si diode and 33–37 % for the ther-
mal detector. This suggests that when an unfiltered Si diode or
a thermal detector is used for calibrating the light-source inten-
sity, possible errors due to spectral mismatch can be as high as
37 %. Once M is known for a specific test-cell/reference-cell
combination under the source spectrum, the short-circuit cur-

rent of the test device under the reference spectrum can be cal-
culated from Equation 4 or 5. In organic solar cells that are not
limited by space-charge, such as the ones we have demonstrat-
ed here, a linear dependence of short-circuit current density
(JSC) with incident-light intensity (I) is observed.[48] On the
other hand, the open-circuit voltage (VOC) and fill factor (FF)
depend much more weakly on I.[49,50] However, there are
bound to be several novel devices that do show a space-charge-
limited effect, or other mechanism such as recombination rates,
that vary nonlinearly with illumination intensity. Therefore, in
order to minimize the error in efficiency calculation, it is ex-
tremely important to have M close to unity. Using a reference
cell that has a spectral response similar to that of the test cells
will result in minimal mismatch. For the KG5 color-filtered ref-
erence cell, the mismatch was within ± 2 % for all the four test
cells in this study. Mismatch factors have been used in the past
to correct the efficiency values for polymer BHJ solar
cells.[11,12,35] We mentioned earlier that the actual irradiance of
a light source depends on several factors, one of which is the
age of the lamp. As a result, the spectral mismatch would
change with the age of the solar simulator’s lamp. Figure 5
shows the spectral-mismatch factor for a P3HT:PCBM(DCB)
test cell as a function of lamp age. The light source is a Spectro-
lab X25 solar simulator operating at one sun. We used two dif-
ferent reference cells (unfiltered and KG5-filtered Si diodes)
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Figure 4. a) Spectral responsivities of two types of reference cells: an unfil-
tered monocrystalline Si diode and a Si diode with a KG5 color filter. Also
shown for comparison is the spectral responsivity for a thermal detector
whose quantum efficiency is unity, independent of the wavelength.
b) Spectral irradiance data for AM 1.5 G reference spectrum (IEC 60904)
[37] and the typical source irradiance for an Oriel 150 W solar simulator
with AM 1.5 G filters (obtained from Newport Corporation). Both spectra
are plotted for intensities normalized to 100 mWcm–2.

Table 1. Spectral-mismatch factors calculated with respect to the AM 1.5
G reference spectrum (IEC 60904) [37] for various test-cell/reference-cell
combinations. The spectral responsivities of the test cells used for the
data shown here were measured under a light bias of ∼ 1 sun. The effect
of light-bias intensity on the spectral-mismatch factor was negligible
(< 0.1 %).

Test-cell type

Mismatch factors for different reference cells

KG5 color filtered Unfiltered Thermal detector

MEHPPV:PCBM 0.99 1.32 1.35

CuPc/C60/BCP 0.98 1.31 1.33

P3HT:PCBM(CB) 1.01 1.35 1.37

P3HT:PCBM(DCB) 1.01 1.35 1.37

Figure 5. The change in spectral-mismatch factor as a function of lamp
age for a P3HT:PCBM(DCB) test cell. The mismatch is calculated for two
reference cells: unfiltered and KG5-filtered Si diodes. The light source was
a one-sun Spectrolab X25 solar simulator.
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for calculating M. For the unfiltered Si reference cell the mis-
match varied by more than 10 % over 900 h. However, for the
KG-filtered mono-Si cell, the mismatch varied by only 1 %
over 900 h. This not only shows the variation in M with lamp
age, but again demonstrates the advantage of using a KG5-fil-
tered Si diode as a reference cell.

2.3. I–V Characteristics

The focus of this paper is on spectral-mismatch factor rather
than on the device performance, because many factors, such as
organic materials source, purity, and detailed device fabrication
conditions, can have a significant impact on the device perfor-
mance. The I–V curves were measured at NREL using a Spec-
trolab X25 solar simulator, whose intensity was set with a pri-
mary reference cell and a spectral correction factor to give the
performance under the AM 1.5 global reference spectrum
(IEC 60904).[37] The measurement was performed under SRC,
i.e., 100 mW cm–2 irradiance, AM 1.5 global reference spec-
trum, and 25 °C cell temperature. The test cells were kept at
25.0 ± 1.0 °C during the measurement, where test cells were ex-
posed to simulator irradiation for a measurement time of ∼ 1 s.
The I–V characteristics of the test cells are shown in Figure 6.
The device area for each cell was measured using an optical mi-
croscope. The device with P3HT:PCBM(DCB) shows the best
performance, with a PCE of 4.01 % (JSC = 9.996 mA cm–2;

VOC = 0.6028 V; FF = 66.60 %). However, the efficiency
of the device with P3HT:PCBM(CB) is only 2.19 %
(JSC = 6.697 mA cm–2; VOC = 0.6149 V; FF = 53.14 %). Clearly,
the reasons for lower performance are lower current-density
and FF values, as VOC is more or less unchanged. Lower JSC is
a result of the relatively lower EQE for the P3HT:PCBM
(1:0.8) blend obtained from the CB solution, as discussed ear-
lier (see Fig. 2). The MEHPPV:PCBM (1:4, from DCB) device
has a PCE of 1.66 % (JSC = 4.366 mA cm–2; VOC = 0.8749 V;
FF = 43.46 %), and the CuPc/C60/BCP device has a PCE of only
1.03 % (JSC = 4.2198 mA cm–2; VOC = 0.5706 V; FF = 42.61 %).
Even though the processing is the same, the significant differ-

ence in the performance of the two types of P3HT:PCBM de-
vices is attributed to the morphology difference between the
two active layers when spin-cast from DCB and CB. The boil-
ing point of DCB is significantly higher than that of CB; as a
result, the drying time of the film by evaporation of the solvent
is slower for films spin-cast from DCB. An increased time will
allow the films to achieve a higher level of ordering by self-or-
ganization of polymer chains in the active layer.[18] The obvious
difference in the shape of spectral response as well as EQE of
the two P3HT:PCBM-based solar cells fabricated by different
methods is worth noting. The EQE of the slowly grown device
has an almost constant response from 500 to 600 nm,[18] which
is different from that of other reported P3HT:PCBM solar cells
where EQE peaks at ca. 500 nm and consistently decreases at
longer wavelengths.[15,51] The enhanced red-region spectral re-
sponse is believed to be a result of improved polymer-chain or-
dering from the slow growth process.

2.4. Device Area

To accurately determine the current density through the de-
vice, it is essential to correctly measure the device area (the to-
tal frontal area of the cell including the area covered by the
grids and contacts).[32,52] Usually, the device area is chosen as
the area defined by the shadow mask used for evaporating the
top contact. The area of the peripheral contacts to the substrate
or superstrate in thin-film solar cells often exceeds the device
area and is not well defined. For this reason, the peripheral
thin-film contact area is not usually included as part of the total
area. An important factor that can result in significant errors in
the estimation of the area is the shadow effect arising from
evaporating successive layers from multiple sources. One such
example is the Ca/Al top electrode used in our study for all
three polymer BHJ solar cells. Figure 7 shows an optical mi-
croscopy image of copper (30 nm) and gold (40 nm) metal
layers successively evaporated onto an indium tin oxide (ITO)
substrate. The two metals were chosen because the difference
in film color makes it easier to see the shadow effect when ob-
served under an optical microscope. For six different films pre-
pared in this manner, the actual device area (defined by the
overlapped area of the Cu and Au films) was 91 ± 3 % of the to-
tal area. It is clear that the shadow effect can therefore result

Adv. Funct. Mater. 2006, 16, 2016–2023 © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.afm-journal.de 2021

Figure 6. The I–V characteristics for four test cells under 100 mWcm–2 AM
1.5 G standard spectrum after mismatch correction.

Figure 7. The grayscale optical microscope image of Cu and Au layers
evaporated on an ITO substrate to demonstrate the shadow effect. The in-
complete overlap of the two metallic films which results in a reduction in
the device area is highlighted by the black oval.
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in up to a 12 % error in current-density values. The device area
for all four types of test cells that were fabricated in this study
is 10.7 ± 0.2 mm2. The device area for each cell was measured
separately in order to calculate current-density and efficiency
values for that device. The shadow effect can be reduced signif-
icantly by adjusting the mask orientation in such a way that the
device (finger) length direction is parallel to the connecting
line between the sources. The device area for each device
should be measured separately to correct the values of current
density.

3. Conclusions

The methods for accurately rating the performance of organ-
ic solar cells have been presented. Some of the important issues
with respect to these devices were discussed, such as spectral
responsivity and its behavior with light-bias intensity, depen-
dence of the device parameters on the incident-light intensity,
and calculation and application of spectral-mismatch factor for
efficiency correction. Four different types of test cells and two
reference cells were selected for calculating mismatch factors
with respect to the AM 1.5 G reference spectrum. These typical
spectral-mismatch factors provide guidance in estimating spec-
tral mismatch in different solar-cell testing settings. The main
aim of this work is to motivate the organic-solar-cell commu-
nity to adopt standards similar to those used for inorganic solar
cells for rating device performance.

4. Experimental

In this work, two types of organic solar cells were fabricated: poly-
mer/fullerene BHJ and small-molecule-based bilayer solar cells. The
polymer PV devices were fabricated by spin-coating a blend of poly-
mer:fullerene sandwiched between a transparent anode and a cathode.
The anode consisted of glass substrates precoated with indium tin oxide
(ITO) modified by spin-coating a PEDOT:PSS layer, and the cathode
consisted of Ca (ca. 25 nm) capped with Al (ca. 80 nm). Before device
fabrication, the ITO (ca. 150 nm)-coated glass substrates were cleaned
by ultrasonic treatment in detergent, deionized water, acetone, and iso-
propyl alcohol sequentially. A thin layer (ca. 25 nm) of PEDOT:PSS
(Baytron P VP A1 4083) was spin-coated to modify the ITO surface.
After baking at 120 °C for 1 h, the substrates were transferred inside a
nitrogen-filled glove box (< 0.1 ppm O2 and H2O). P3HT (regioregu-
larity 98.5 %, weight-average molecular weight, Mw ∼ 30 000 g mol–1,
purchased from Rieke Metals, Inc.; used as received) and MEH-PPV
(purchased from Organic Vision, Inc.; used as received) were blended
with PCBM (purchased from Nano-C, Inc.; used as received) to
obtain the active layer. Two different P3HT:PCBM blend solutions
were prepared—one with a 1:1 weight ratio (20 mg mL–1 P3HT) in
DCB and one with a 1:0.8 weight ratio (10 mg mL–1 P3HT) in CB—to
fabricate two types of devices named P3HT:PCBM(DCB) and
P3HT:PCBM(CB), respectively. P3HT:PCBM(DCB) devices were
fabricated by spin-coating the blend at 600 rpm for 60 s. After slow
growth, the films were thermally annealed at 110 °C for 10 min in
nitrogen atmosphere before evaporating the cathodes [17,18]. For
P3HT:PCBM(CB) films, the spin speed was 700 rpm (60 s), and ther-
mal annealing was done at 150 °C for 30 min post production [20].
For the MEH-PPV:PCBM devices, a solution of 1:4 weight ratio
(4 mg mL–1 MEH-PPV) in DCB was used to spin-cast the active layer.
For small-molecule-based devices, CuPc was selected as the active
layer. The devices were fabricated by thermally evaporating successive

layers of CuPc (20 nm), C60 (30 nm), BCP (10 nm), and Al (100 nm)
onto the ITO/PEDOT:PSS substrates under a vacuum of 10–6 Torr
(1 Torr ≈ 133 Pa).
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Summary 

A simple model of epitaxial silicon solar cells has been used to explain 
their observed spectral response. This model has been applied to a series of 
boron~loped substrates covered by epilayers of various thicknesses and 
resistivities. It is concluded that the minority carrier diffusion length Ln in 
the thin epilayer can be determined by analyzing the long wavelength 
spectral response with the help of this model. It is also found that the short- 
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circuit current density Jsc and L n depend more on the epilayer defects 
induced by the defects of the heavily doped substrates than on epilayer 
thickness or resistivity. 

1. In~oducf ion  

The minority carrier diffusion length L is a very important  parameter 
for solar cell applications. Surface photovoltage (SPV) [1 -  4] and photo- 
response (PR) [5 -  7] methods usually make it possible to determine the 
electron diffusion length Ln in the p-base of  n÷p or n+pp ÷ silicon solar cells, 
using the following relation between Ln, the optical absorption coefficient 
and the internal quantum efficiency Q 

1 1 
- 1 + ( 1 )  

Q oJ_,. 

This relation, which is valid under certain conditions (see Section 2), shows 
that extrapolation from the measured 1 / Q  vs. 1/a  data points to 1 / Q  = 0 
yields an intercept on the 1 /a  axis at 1 /a  = - - L , .  

In thin film solar cells, however, where the active layer thickness may 
be smaller than the diffusion length L~ to be measured, some of the condi- 
tions assumed for relation (1) are violated and therefore the correct value of  
Ln cannot be determined from extrapolation of  the 1 / Q  vs. 1/~ curve [8, 9]. 
Similarly the LBIC method,  in which the value of  L ,  is deduced from the 
photocurrent  of an MIS diode built on the material under investigation, 
cannot be applied to a thin layer as is usual for thicker materials [10].  

Recent ly the PR method was applied [8] to characterize thin films of  
crystalline silicon, using a more appropriate relation between Q and Ln than 
relation (1). MIS diodes were specially built and Hovel's equations [11] were 
written for this kind of cell, assuming that the surface recombination veloc- 
ity Sn at the back of  the active layer was infinite and allowing for optical 
confinement of  radiation in the film. Ln was determined by comparing the 
values of  Q for two different wavelengths in the infrared range. 

In the present study, we aimed at characterizing the thin films of  
crystalline silicon used in epitaxial solar cells. These cells, which were first 
considered by  Chu and Chu [12],  are designed to minimize the quanti ty of  
high purity silicon used in a polycrystalline silicon solar cell. To make them 
[13, 14] we deposit  a thin p-epilayer on a wafer cut  f rom a p÷ metallurgical 
grade (MG) silicon ingot, and build the notype front  layer, the front  and back 
contacts and the antireflection (AR) layer by  screen printing processes. This 
technique is potentially very cheap and already leads to 10.3% conversion 
efficiency. In order to optimize such cells, an important  step is to determine 
the electron diffusion length Ln in the epilayer from measurement of  the 
spectral response of  the cell. For  this purpose, use of  the photoresponse 
method presents a further difficulty which was underlined recently by  Singh 



[15]: since the substrate may contribute in part to the long wavelength 
spectral response, it may not  be easy to single out  the epilayer contribution 
and deduce from it the value of  Ln in the epilayer. 

We have adapted the PR method  to this special problem. In Section 2, 
we write Hovel's equations for the present case, i.e. that  of  a structure 
(Fig. 1) where: (i) both the f ront  n layer and the back p+ layer contribute 
very little to the photocurrent ;  (ii) the photocurrent  generated in the epi- 
layer depends on the recombination velocity S~ at the substrate/epilayer 
interface; (iii) no optical conf inement  occurs, because the back interface is 
an Si/Si one. Experiments fitting the conditions of  validity of  this model are 
described in Section 3. In Section 4, we give the values of L~ in the epilayers; 
in particular we confirm that, as is generally found [14-  17], the epilayer 
thickness and resistivity influence only slightly the performance of epitaxial 
cells. Finally in Section 5 we discuss this latter point as well as the validity 
of  our simple model. 

w 

H 

H 

top c o n t a o t  

epi~yer  p 

substrate  ~+ 

baek eontaet 
Fig. 1. Schematic diagram of thin film solar cell. 

2. The model  

Let us consider an n+pp ÷ cell structure as shown in Fig. 1. Let x , ,  w, H 
and H s be the thicknesses of the n-layer, depletion region, p-layer and p+ 
substrate respectively. Let us neglect the photogenerat ion in the substrate, 
an assumption which will be discussed later in Section 5. Considering the n 
and p regions to have constant  doping, we may define Lp and Dp to be 
respectively the (constant) hole diffusion length and diffusion coefficient in 
the n (top) region, and Ln and Dn to be respectively the (constant) electron 
diffusion length and diffusion coefficient in the p (epilayer) region. Then, 
according to Hovel [11], at a wavelength k where the absorption coefficient 
is ~, the contribution to the internal quantum efficiency Q of the top, 
depletion and epilayer regions can be writ ten as 

_ OLLp [ep + ~Lp -- {ep cosh(xn/Lp) + sinh(xn/Lp)}exp(--aXn) 

QP (Cy.Lp) 2 -- 1 [ ep sinh(Xn/Lp) + cosh(xn/Lp) ] 
--~LD exp(--ax~) ~ (2) 

J 



Qw = exp(--c~xn){1 - exp(--~w)) (3) 

O&n 
Qn - exp(--~d) 

(o&~) 2 - -  1 

[ en{c°sh(H/Ln)-exP(--°d'I)}+sinh(H/Ln)+°d-'nexp(--°d-1)] 
× od_,n-- 

en sinh(H/Ln) + cosh(H/Ln) 

Here 

SpLp . 

{3p- 
Dp 

and 

d=Xn+W 

SnLn 
Dn 

(4) 

(5) 

Sp is the hole recombination velocity at the interface between the n-region 
and the antireflection coating and Sn is the electron recombination velocity 
at the epilayer-substrate interface. 

Using the above equations and taking the values of  various parameters 
as given in Fig. 2, the quantum efficiency values for the three different 
regions were traced for different values of  wavelengths in the range 0 .8 -  
1.05 pm. It is clear that the major contr ibution comes from the epilayer. 

For long wavelength photons,  exp{--~(Xn + w)) -~ 1. For a thick epi- 
layer (H >> Ln, l / s ) ,  then exp(--od-/) -~ 0 and sinh(H/Ln) ~- cosh(H/Ln) ~- 0.5 
exp(H/Ln): eqn. (4) tends to the form of eqn. (1). However these approxi- 
mations do not  apply to typical epitaxial solar cells. On the one hand the 
epilayer quality may be rather high: we have quoted 62 gm in a previous 
paper [14]. On the other hand the optimal epilayer thickness has been 
determined to lie near 20 vm by  other authors [16, 17]. In this case we have 
to rely on eqn. (4) rather than eqn. (1). 
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X n :  .4l~m 
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.80 .85 .90 .9~5 1.~]0 1.05 
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Fig. 2. Contributions to the quantum efficiency generated by the n-layer (Qp), the space 
charge region (Qw) and the thin p-layer (Qn)- 



In our epitaxial cells, the front  layer contr ibut ion Q p  c a n  be almost 
neglected. That of  the depletion layer, Qw, has been included in expression 
(4) for the epilayer contr ibut ion as a small correction, by taking d as an 
adjustable parameter rather than one equal to x ,  + w as in expression (5). 
This allows us to take into account  the front  layers, not  only through their 
absorption, but  also through their small contr ibut ion to the quantum effi- 
ciency, which is nonzero over a small part (0.8 - 0.9/~m) of  the wavelength 
range considered. In expression (4) for  the quantum efficiency, the electron 
recombination velocity at the epilayer-substrate interface was taken to be 

P Dns 
Sn ~ (6) 

P, Ln, 
where P and Ps are the majori ty carrier concentrations in the epflayer and 
the substrate and D.~ and Lns respectively the electron diffusion coefficient 
and the electron diffusion length in the substrate. This expression has been 
shown [18, 19] to describe correctly the case of  an abrupt  interface between 
the thin epilayer and a thick substrate. 

Some properties of  this model  are illustrated by  Figs. 3 and 4. Figure 3 
shows, according to eqn. (4), theoretical 1/Qn vs. 1 / e  curves for various 
values of  epilayer thickness H and for two limiting values of  Sn : a very high 
value in Fig. 3(a) and a very low one in Fig. 3(b). It is seen that for H < L ,  
the extrapolation of  1/Qn vs. 1/e  no longer gives the values of  Ln. Further- 
more, Fig. 3(b) shows that,  when S .  -~0 and H -~L,, an increase in Q may 
occur in a certain wavelength range due to the electron acceleration which is 
caused by  the "back surface field" at the high-low junction. The effect  of  
varying the diffusion length for a fixed value of  X is shown in Fig. 4; here it 
can be seen that the quantum efficiency is determined essentially by  the 
epilayer quality (i.e. the value of  L , )  only if L n < H ,  whereas if L ,  > H, Q is 
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almost independent  of epflayer quality and .is determined mainly by the 
absorption losses in the thin epilayer. 

3. Experimental  details 

3.1. Ingot growth and characterization 
We needed highly doped substrates for  two reasons, firstly to minimize 

the photogenerat ion in the substrate, and secondly to minimize the ratio 
P/Ps which determines the value of Sn, as shown by eqn. (6), or in other  
words to  maximize the back surface field. 

A polycrystalline silicon ingot was grown from electronic grade silicon 
doped heavily (12.5 pg g-~) with boron,  using a directional solidification 
method [20].  A f la t -bot tom silica crucible coated internally with silicon 
nitride powder was used as the container; its dimensions were 98 mm in 
height, 55 mm internal diameter and 2 mm thickness. The growth rate was 
kept  at approximately 1 cm h -1 . After removing the ingot f rom the crucible 
and etching it, it was cut  into vertical sections and a block of  25 X 25 mm 
cross-section was sliced to get 400-#m thick wafers for  thin film deposit ion 
and solar cell fabrication. The slices were numbered starting from the 
bot tom.  The resistivity and carrier concentra t ion were measured on these 
slices by four-probe and C - V  methods.  The resistivity lies between 0.03 and 
0.04 ~ c m  and the carrier concentrat ion between I and 2 X 1018 cm 3, so 
that  Dps = 3 -+ 1 cm 2 and presumably Dns is near 6 cm 2 s -1 [21].  The mean 
grain size was several mm throughout  the whole ingot. Wafers near the middle 
of  the ingot (nos. 25 - 45) were lapped and polished by chemical mechanical 
polishing. LBIC measurements gave Lns values of  18 - 2 0  pro. These small 
values can be at tr ibuted both to a nickel contaminat ion at the level of  
8 X 1014 cm -3 (other metals were below the detect ion threshold of  neut ron  
activation analysis) and to intragrain defects (perhaps related to carbon 
segregation) which do appear with increasing density in slices 30 - 45. 



3.2. Epilayer growth 
The epilayer deposition of  silicon was carried out  in an ASM "cold 

wall" reactor, with a horizontal susceptor heated by quartz lamps. Before 
being placed in the furnace, the slices were treated to get a damage-free 
surface, using standard RCA cleaning followed by an HF dip. Pure silicon 
layers were deposited from SiH2C12 at 1120 °C, at a rate of  55 - 60 #m h -1. 
Layer thickness was adjusted to between 20 and 65 #m and layer resistivity 
between 0.1 and 2 £~cm using additions of  B2H 6 in the gas. 

Epilayer thickness was measured according to ASTM test method 
F 143-73 (reapproved in 1978),  which involves measurement of  the dimen- 
sions of  stacking faults grown in the epilayer by  means of  differential inter- 
ference contrast microscopy. This procedure was carried out  on mono- 
crystalline test wafers of  known orientations that  accompanied the poly- 
crystalline wafers during the epi-growth. The in-house reproducibili ty of  the 
measurements was 5%. 

3.3. Cell fabrication 
Polycrystalline silicon wafers with silicon epilayers deposited on them 

were used to fabricate solar cells by  the integral screen-printing technique 
described by  Mertens et al. [22].  In this technique, the three s t e p s -  P dif- 
fusion, back and front  metallization and antireflection coating -- are carried 
out  by  deposit ion of  a screen-printing paste followed by  adequate annealing. 
This process is capable of  giving reference cells (for single crystal EG-Si with- 
out  epilayer) of  maximum efficiency 12.5%. The completed cells, of  n÷pp + 
structure with an n÷p junct ion at the top,  were approximately 18 × 18 mm 2 
in dimension; the actual cell and grid areas were measured accurately for 
each cell. 

3.4. Spectral response measurement 
The spectral response of  the cells was measured using a monochromator ,  

current-to-voltage converter and lock-in amplifier, in the wavelength range 
0 .4 -  1.1 pro. The cell was illuminated over its whole area. Before each 
measurement,  a calibrated standard cell was also measured. The external 
quantum efficiency of  each cell was deduced from the two series of  data, 
taking into account  the exact cell area (total area minus grid area). The total  
current density Js¢ (integrated over the whole spectrum) was also calculated 
for an intensity of  100 mW cm- :  with an air mass (AM) 1.5 spectrum. 

4. Results 

Table 1 shows for each cell the substrate number,  substrate resistivity, 
epilayer thickness and resistivity and short-circuit current density. Figure 5 
shows six of  the measured spectral responses over the whole range from 0.4 
to 1.1 #m. 

The measured quantum efficiency Qm in the range 0.8 - 1 .05/zm was 
then compared with the calculated value Qc, using the model  described 
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TABLE 1 

Summary of substrate, epilayer and solar cell parameters 

Substrate and B-doped 
cell no. substrate 

resistivity 
(~2cm) 

P-type epilayer 

Thickness 
(pm) 

Resistivity 
(~cm) 

Jsc Ln 
(mA cm -2) (pm) 

WBRC 3542 0.035 25 2.3 20.14 17.3 
WBRC 3525 0.039 24 2.0 20.47 35.5 
WBRC 3536 0.034 45 1.7 19.91 24.8 
WBRK 3527 0.041 45 1.7 22.73 40.8 
WBRC 3528 0.029 64 1.6 22.45 32.0 
WBRC 3537 0.036 64 1.6 19.77 22.8 

WBRC 3539 0.032 25 0.15 18.85 20.5 
WBRK 3529 0.031 25 0.15 20.33 33.0 
WBRC 3530 0.031 43 0.15 21.29 31.2 
WBRC 3540 0.034 43 0.15 19.48 24.7 
WBRC 3532 0.034 62 0.15 20.76 29.4 
WBRK 3541 0.035 62 0.15 19.04 18.2 

.~400 

.~ 80 

~t 6o 

g. 4o 

~ 2c 

.4 
(a) 

epilayer thickness resistivity 
(tim) (n.cm) 

45 1,7 
4 1.6 ~ 2.0 

• 6 .8 1.0 
wavelength ( t im) 

100[ epilayer thickness resistivity 

:~ / . / / ~  62 .15 
25 .15 

6ol- 

i4o 

(b) .4 6 wave leng t  8 (~.m) 1.0 

Fig. 5, Experimental solar cell spectral response: (a) for epilayer resistivity near 2 ~cm; 
(b) for epilayer resistivity 0.15 ~cm. 

above toge ther  wi th  the measured  value of  H and various values o f  the  
parameters  d, Sn and Ln. The absorp t ion  coeff ic ient  ~(X) was t aken  f r o m  
S w i m m  and Dumas  [23]  and the  reflect ivi ty R(X) was chosen  to  fo l low the  
curve given for  "b lue  cells" by  Scheer  and Wagemann [24] .  The  qual i ty  o f  
the  fit was de te rmined  f r o m  the  value o f  (Qc - -  Q m ) / ( Q c  + Qra). This rat io 
could  be min imized  to  reach values lower  than  10 -3 over the  whole  wave- 
length range 0.8 - 1.05 #m.  

I t  was verified tha t  varying d could  improve the fit on ly  in the  wave- 
length range 0 . 8 -  0.9 /~m, and by  a small p ropo r t i on ;  we generally chose 
0.1 - 0.3 pro. The  fit  was more  sensitive to values o f  Sn; fo r  this pa ramete r  



we chose systematically the theoretical value given by eqn. (6). Using D.s = 
6 cm 2 s -1 [21] for a substrate of  resistivity 0.03 ~cm and Lns = 10 /~m 
(somewhat smaller than the measured value before cell processing to take 
account of the damage occurring during cell processing), and considering 
the variations in substrate and layer resistivity and also the fact that  the 
interface is not  strictly abrupt, we can accept Sn -~ 30 - 60 cm 2 s -1 when the 
epilayer resistivity is near 1.5 ~ c m  and S ,  = 400 - 800 cm 2 s -1 when the epi- 
layer resistivity is near 0.15 ~2cm. We generally used Sn = 45 cm 2 s -1 or 600 
cm 2 s -1 for these two cases respectively, and observed that  a variation in Sn 
of as much as 50% of these values changed the quality of  the fit only little. 
The fit is very sensitive to the value of H; considering the above-mentioned 
accuracy of  epilayer thickness determination,  uncertainties in H are probably 
the largest source of  error in the determination of  Ln by our method.  The 
fact that  we neglect substrate photoresponse is the second main cause of 
error; it is small in the present case (see Section 5) since the substrate is high- 
ly doped and should exhibit only a small photoresponse. 

When d, Sn and H are chosen as explained above, the result of the fit is 
extremely sensitive to the value of Ln. The best fit gives the values of Ln 
shown in the last column of  Table 1. These values, as well as those for Jsc, 
are plotted in Fig. 6 as functions of the slice number. At first inspection, 
there appears to be good correlation between L ,  and J~c, as expected. 

Figure 6 shows that  Ln has a tendency to decrease for increasing slice 
number, that  is (see Section 3) for decreasing crystalline quality of the 
substrate. 

Ln is found to change very little with epilayer thickness H. For instance, 
cells 42, 36 and 37 had epilayers with resistivity p = 2 ~2cm and H = 25, 45 
and 65 gm respectively, and showed insignificant variations in L , ;  this behav- 
iour is also observed in most  comparisons of epilayers made on nearby slices 
of  one series having the same resistivity. 

More surprisingly, the value of L ,  is influenced only little by the 
resistivity of  the epilayer: for instance nearby slices 27 and 30 had epilayers 
of  resistivity 2 ~2cm and 0.15 ~2cm respectively; the same is true for slices 
36 and 40. 

401 / ~  

+,, ,++ 

~ r  

2? 2; 3'0 3'2 3'4 3'6 3'8 4; 4~ 8 
substrate  number 

Fig. 6. Variation in short-circuit current Jsc (o) and epilayer electron diffusion length L n 
(+) with substrate number along the B-doped ingot. 
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5. Discussion and conclusions 

Let us discuss first the errors which may be related to the respective 
contributions to the quantum efficiency of the front  layer, epilayer and 
substrate. The frontal dead layer produced by our screen-printing technology 
has a thickness of  0.4 - 0.5 pm, as determined from the rapid decrease in Q 
for wavelengths below 0.6 /am using the method described in ref. 25. Our 
choice of w which best fits the experiments (0.1 - 0.3/am) lies between the 
thickness of the dead layer and that  of the depleted region (which is near 
0.1 /am), and this fit is only slightly sensitive to the chosen value of w. This 
shows that  our approximation can account for both the absorption and the 
photogeneration in the front  layer, and therefore that  it introduces negligible 
error. 

The error in the epilayer contribution to Q arises from uncertainties in 
the epilayer thickness H and back surface recombination velocity Sn. The 
influence of H is very large, but this parameter is rather well known. The 
calculation of Sn implied rough approximations, but we observed that  our 
result for Ln was not  very sensitive to the chosen value of  Sn. This is not  sur- 
prising: an analysis by Arora et  al. [26] showed that  S n influences the overall 
efficiency very much but the short-circuit current Js¢ only little (compare 
Figs. 8 and 7 of ref. 26: the variation in Js¢ when Sn changes from 40 to 600 
cm: s -1 is only 2%). Our method of course uses short-circuit currents. 

We have neglected the photocurrent  generated in a substrate of resistiv- 
ity 0.03 ~2cm and diffusion length before cell processing of 19/am. In order 
to estimate the error thus involved, we have applied the exact model [15] to 
cells 25, 28, 32 and 36. The best fits with this model are compared with 
those of our simple model in Table 2. For all cases involving thick (40-  
60/am) epilayers, the exact model is not  at all sensitive to the value of Lns, 
so that  the contribution of the substrate can be considered as negligible; we 
also discovered a tendency for Sn to be higher than the theoretical value used 
in the simple model, which together with the large epilayer thickness may 

T A B L E  2 

Compar i son  of s imple  ( th is  work )  and  exact  ( [15  ]) models  

Cell no. B e s t  f i t  o f  s imple  m o d e l  Possible f i ts  using the exac t  mode l  

Sn Ln Lns Sn Ln 
(cm s -1) (~m) (pm) (cm s -1) (pm) 

WBRC 3536 45 24.8 0 
WBRC 3528 45 32.0 0 
WBRC 3532 600 29.4 0 
WBRC 3525 45 35.4 0 
WBRC 3525 45 35.4 5 
WBRC 3525 45 35.4 0 
WBRC 3525 45 35.4 5 

20 1 0 0 0 - 1 0 0 0 0  20 
20 2 0 0 0 - 2 0 0 0 0  32 
20 1 0 0 0 - 1 0 0 0 0  25 
5 1 0 0 0 - 5 0 0 0  30 
10 5 0 0 0 - 1 0 0 0 0  30 
5 0 - 1 0 0 0  25 
10 1 0 0 0 - 5 0 0 0  25 

25 
36 
30 
35 
35 
30 
30 
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explain the zero substrate contribution. For the thinnest epilayer encounter- 
ed (sample 3525), a non-zero substrate contribution cannot be excluded; the 
three parameters then available (Lns, S.  and Ln) allow several different fits 
to be obtained, but the best ones use L.s  values smaller than 5/am and S~ 
values of  the order of  1000 cm s -1 . The experimental value of Q in the 0.85 - 
1 .0/am wavelength range is incompatible with any choice implying L ~  > 10 
/am (too large a Q) or S .  > 10000 cm s -~ (too small a Q); L .  values in the 
range 25 - 35 lam together with Sn values between 1000 and 5000 cm s -1 are 
the only ones able to account successfully for the value of Q in the 0.7 - 
0.85 /am range. In conclusion, we must accept that  the substrate diffusion 
length has been damaged during cell processing, so that  substrate contribu- 
t ion is always small and in most cases negligible. 

We conclude that  the simple model may use slight underestimates for 
Sn and give slight overestimates for Ln, but it is able to define Ln values 
which are accurate to within 15% and can be used to make valid comparisons 
between different solar cells made on the same substrate. 

We can now discuss how the values of L n depend on the physical 
characteristics of  the epilayers. At first glance, it is surprising to find almost 
the same values of L .  for epilayers of quite different boron doping levels 
(1 × 1016 and 1.3 × 1017 cm-a): with single crystals, the material with the 
highest doping level should have a short-circuit current 10 - 15% less than 
that  with the lowest doping level [27, 28]. However this is no longer true for 
polycrystals, where this effect is largely compensated by the fall in the 
potential  barrier at grain boundaries due to high doping levels: according to 
ref. 28 the difference in J~¢ is reduced to less than 5% if the grain size is less 
than 200/am and the interface state density 5 × 1011 cm -2. The correspond- 
ing variations in L .  with doping should be even less than those in J~c. 
Evidently our epilayers have relatively low quality because of their low grain 
size and non-negligible nickel content,  two defects originating from the 
substrates which were used. The almost regular decrease in L .  when the 
substrate number increases is probably related to the observed increase in 
intragranular defect density from the bo t tom to the top of the ingot. 

Another rather accurate determination of  L .  can be made by applying 
the LBIC method to the epilayer, wi thout  actually building a solar cell, 
under the condition that  Ln is much smaller than the epilayer thickness H. 
Specially thick epilayers were grown on two substrates, and LBIC measure- 
ments were made on them using a GaAs laser, with the following results 

Sample 31: H = 62 gm, p = 0.15 ~ c m :  Ln = 53/am 

Sample 43: H -- 64 #m, p = 1.6 ~ c m :  L .  = 40/am 

Here again we note that  the determining factor which controls Ln is the 
crystalline quality rather than the layer doping level. When complete solar 
cells were built on nearby substrates, the values of  Ln determined from their 
spectral responses were near 30/am and 20 #m respectively. The differences 
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between these two sets of  values emphasize again the damage introduced by 
the screen printing process, which implies annealing of  the epilayer/screen 
printing paste interfaces at temperatures which may reach 900 °C. 

In conclusion, our interpretation of  the spectral response of  epitaxial 
solar cells makes it possible to determine the electron diffusion length in the 
epilayer, even if the latter is very thin, provided that the epilayer thickness is 
accurately known and that the substrate is highly doped. 

For  the low quality substrates used (Lns -~ 10/~m after cell processing), 
the epilayers have improved values of L ,  (20 - 40 pm), which are well cor- 
related with the short-circuit currents of  the solar cells built on them. 
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